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Abstract 
 

Background: Neuroscience merges with technology in a way which will have a 

huge impact on society. It will be more than just improving brain health or brain 

function. There will also be significant ethical challenges. It is conceivable that 

old understanding of human beings should be redefined. Artificial intelligence 

(AI) and robotics are novel technologies in the neural sciences. It is well estab-

lished that AI has a significant impact on the development of humanity in the 

near future. They have raised fundamental doubts around how to get along with 

these new systems, what the systems themselves should serve, what risks they 

involve, and how to control them. This review paper includes questions for a 

general explanation of ethical issues and provides current viewpoints on these 

technologies. 
 

Methods: The major challenges of ethics in AI and neuroscience were investi-

gated in order to find solutions for the problems. The number of studies in this 

field reviewed and the major challenges of ethics in AI and neuroscience were 

explained. 
 

Results: We summarized the information and the relationship between the ob-

tained data and information in this field. 
 

Conclusion: Solving challenges of ethics in AI and neuroscience is not an easy 

task. Indeed, collaboration among neuroscientists, businessmen, clinicians, engi-

neers and ethicists is critical to leverage the maximum benefits of AI and neuro-

technologies in all aspects. 
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Introduction 

Artificial intelligence (AI) is a recent digital 

technology that will have a major impact on the 

advancement of numerous science issues mainly 

neural sciences (1-3). AI provides us with excel-

lent opportunities for finding new brain discover-

ies in neurology and psychiatry and helps us in 

developing neurotechnologies (4-6). There are 

also a number of emerging ethical concerns that 

need to be addressed. It remains uncertain how 

AI-based approaches to the subject of the human 

brain will meet enough standards of scientific va-

lidity and affect prescriptive instruments in neuro-

ethics and research ethics (7-9). 

Indeed, the ethics of AI is a very young domain 

within applied ethics, with considerable dynam-

ics; however, there are few well-established sub-

jects and no authoritative overviews despite 

emergence of promising outlines and societal im-

pact and policy recommendations (10). While it is 

the important responsibility of AI scientists to 

assure that the impact of AI and similar new tech-

nologies in the future should be more positive 

than negative, ethicists have important roles in the 

development of such technologies from the be-

ginning (3, 8). It has raised fundamental doubt 

around how to get along with these new systems, 

what the systems themselves should serve, what 

risks they involve, and how to control them (11). 

In this study, the major challenges of ethics in AI 

and neuroscience were investigated in order to 

find solutions for the problems. 

 

Methods 

We summarized the current state of understand-

ing on ethical challenges in artificial intelligence 

and neuroscience. The major challenges of ethics 

in AI and neuroscience were investigated in order 

to find solutions for the problems. 

 

Results 

In AI and neuroscience, the major challenges of 

ethics can be included as bias, responsibility and 

identity, brain enhancement, definition of human, 

privacy and morality. All of these challenges have 

to be considered as the main problems in the fu-

ture of this field. 
 

Bias  

Data analysis is regularly used in predictive ana-

lytics in neuroscience and other fields, to antici-

pate imminent developments (12). Programmed 

algorithms resulting from AI are coded in a very 

logical method, with data fed into them and clear 

outcomes defined. The most important role of AI 

is to find certain patterns among various huge data 

sets, so it would appear that they are unbiased 

machines. But their regulatory operations are en-

coded into the programs, and the data fed to them 

originate from humans, who are not without any 

biases (13). Unluckily, AI reflects the biases of 

their human creators as well (14). 

The complex human cognitive system is prone to 

have various kinds of cognitive biases, e.g., the 

confirmation bias; humans tend to interpret and 

confirm new information based on what they al-

ready believe (15). This second form of bias is 

often known as hindrance effect in rational judg-

ment, though at least some cognitive biases make 

an evolutionary advantage, e.g., economic use of 

resources for instinctive judgment. There is a 

question whether such cognitive bias could or 

should exist in AI systems (16). A third form of 

bias is present in the data where there is a system-

atic error, for instance statistical bias. In fact, any 

given dataset will only be unbiased for a single 

kind of theme, so the mere new function of a da-

taset has the main risk of being applied to a dis-

similar type of subject area, and then turns out to 

be biased for that area. Machine learning about 

the origin of such data would then not only fail to 

identify the bias, but it codifies and computerizes 

the historical bias (17). 
 

Responsibility and identity 

Human actions are always controlled. But recent 

technologies that alter our brain activity have the 

potential to change this manner (18). For example,  

they may compel an individual to commit an out-

of-character crime. Antidepressants or other med-

ications which also affect brain activity may lead 

to such situations (19). 

Besides, identity can be altered by these devices 

through any transformations in the patterns of our 

brain function. With respect to these questions, it 

is not the matter of questioning the importance of 

brain stimulation devices and neurotechnologies 

as medical therapies because it is well established 

that they are safe and effective treatments and the 

patients are thrilled to see their quality of life back 

on track. The main point is that as the new devices 

and technology progress, legal and ethical guide-

lines should be observed as well (20). 
 

Brain enhancement 

A chief goal of future research in neuroscience 

certainly will be enhancing brain activity, and the 

https://en.wikipedia.org/wiki/Status_quaestionis
https://en.wikipedia.org/wiki/Status_quaestionis
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military may be the best example of it. The United 

States’ Defense Advanced Research Projects 

Agency, DARPA, is already trying to achieve 

main advancements in this field. In fact, they at-

tempt to boost combat readiness, performance and 

recovery of military staff (21). However, it is un-

clear whether cognitive enhancement should be 

permitted or not. The fact is, some people already 

take steps to obtain it; drugs like Ritalin and 

Modafinil can enhance focus and increase atten-

tion (22). Moreover, Prozac changes feelings of 

depression and anxiety (23). The prospect of cog-

nitive improvement raises questions of equality 

and equity; the challenges of accessibility and 

affordability to use such technology are a matter 

of debate. Moreover, it is not clear whether a high 

score in a test is the right criterion  for using cog-

nitive enhancement drugs (24). 
 

The definition of human 

Some modern robots are manufactured by AI 

technologies to have an accurate human appear-

ance; however, it is not clear to what extent they 

should be treated like humans. In October 2017, 

Sophia, a social robot capable of producing more 

than 50 facial expressions, was named a citizen of 

Saudi Arabia, to the fear of many experts across 

the globe. A recent study also revealed that people 

were unconsciously treating robots in a very hu-

mane manner. A robot pleading "Please don't turn 

me off" caused nearly 30% of people to conform, 

even if the researchers had asked them to turn the 

robot off (25).  
 

Privacy 

Today’s largest neurotechnology companies 

gather huge data of personal information. These 

companies can sell these data banks for commer-

cial gain. Using a device like the wearable EEG 

headset records the brains activities and helps 

companies access valuable brain activity infor-

mation. For example, if an individual imagines 

buying a new smartphone while wearing an EEG 

helmet, an online salesman might access his brain 

information. The vendor might apply AI software 

to call right away with their latest offer of 

smartphones. Therefore, there are more important 

privacy concerns regarding who would or should 

have access to people’s brain activity (26). 
 

Morality 

Robotics researchers aim at building robots with 

general intelligence (Managed by AI), guided by a 

sense of morality. However, the type of morality 

for a robot, the rules for guiding robot decisions, 

humans’ deliberately dishonorable behavior to-

wards robots are all unsolved challenges (27). 

Teaching general moral principles to robots and 

allowing them to infer appropriate decisions will 

also not work all the time; there will always be 

exceptions to the rule or ambiguity. The other al-

ternative is helping the robot learn through expe-

rience, just as humans perform, under supervision 

of ethicists. However, it is challenging what code 

of ethics a robot has to learn. Humans often con-

tinue to disagree about what good moral decisions 

are, even in a single country or culture (28). 

 

Discussion 

Our understanding of the brain has developed 

very quickly and discoveries made by scientists in 

AI and neuroscience can certainly have a signifi-

cant positive impact on quality of life, but unfore-

seen consequences can also take place. Accord-

ingly, it is important to keep in mind the many 

possible uses and the motives for the development 

of AI technologies. To avoid pitfalls and harness 

potential for neuroscience, patients and health 

care in general, critical ethical challenges must be 

addressed. Here, we discussed the ethical princi-

ples that are primarily affected by neurotechnolo-

gy and AI approaches to human neuroscience, and 

the normative safeguards that should be applied in 

this area. 

 

Conclusion 

Generally speaking, the ethical challenges in AI 

and neuroscience are not easy to address. Indeed, 

collaboration among neuroscientists, business-

men, clinicians, engineers and ethicist is critical to 

leverage the maximum benefits of AI and neuro-

technologies in all facets. 
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 ایرانی حقوق و اخلاق زیست پزشکی همجل 

 

 و علوم اعصاب یدر هوش مصنوع  یاخلاق  یچالش ها

 

  2، 1 یفرشته عاضد
 یران، تهران، ایرانا ی، دانشگاه علوم پزشکیو مولکول یسلول یقات. مرکز تحق1

 یران، تهران، ایرانا ی، دانشگاه علوم پزشکیپزشک یشرفتهپ یهایآور. گروه علوم اعصاب، دانشکده فن2

 

 

 

 

 
 

 چکیده

در حال حاضر  که ته استدرآمیخ های نوینفناوری با ایگونه به اعصاب مباحث مرتبط با حوزه علوممقدمه: 

تره مباحث تحقیق در این حوزه نشان داده است که گس داشت. جوامع بشری داشته و خواهد در زیادی تأثیر

ا توجه به بدر حال حاضر  و است مغز بهبود عملکرد یا مغز سلامت ارتقای از اعصاب فراتر مرتبط با علوم

قیقت آن حوزه هستیم. ح این در توجهی قابل اخلاقی هایگسترش روزن افزون کاربرد آن، شاهد چالش

رباتیک،  و مصنوعی همچنین هوش در حال تغییر است. بشر و انسان مفهوم از قدیمی است که درک

 .واهند داشتخ نزدیک آینده در بشریت توسعه در بسزایی تأثیر که هستند این حوزه در جدیدی هایوریفنا

 خدمات جدید، هاییستمس این با مواجهه چگونگی مورد در اساسی ها، ابهاماتدر کنار توسعه این فناوری

 مطرح اخلاق پزشکی آنها به خصوص از منظر کنترل چگونگی و پیشرو آنها، مخاطرات توسط ارائه قابل

 هایدیدگاه اخلاقی حوزه و رو در مسائلهای پیشسعی شده است تا به مبحث چالش مقاله است. در این

 .ها بپردازدفناوری این مورد در فعلی
 

 به مطالعه نچندی مرور با اعصاب علوم و مصنوعی هوش در اخلاقی مهم هایچالش مقاله، این در ها:روش

 است. شده پرداخته روپیش مشکلات برای حل راه یافتن منظور
 

 موجود هایالشچ و خلاصه آمده بدست اطلاعات مطرح، مقالات از هاداده آوریجمع و کسب از پس :نتایج

 .ن ارائه گردیدبندی و نتایج آمصنوعی جمع هوش و اعصاب علوم از حیطه هر در
 

 نیست. ایهساد کار اعصاب علوم و مصنوعی هوش نوین حیطه در اخلاقی هایچالش حل قطعاً :یریگنتیجه

 پزشکان، ها،بخش خصوصی و شرکت در فعالین اعصاب، علوم حوزه دانشمندان میان همکاری واقع، در

 و یمصنوع هوش کاربرد مزایای حداکثر از استفاده برای پزشکی اخلاق حوزه در متخصصین و مهندسان

 .است اهمیت حایز هاجنبه تمامی در اعصاب علوم حوزه هایفناوری
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